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Abstract—In this paper, we study an auto-scaling and load
balancing approach, called ScaleLB, in a 5G core control plane
with an aim to minimize control plane latency while maximizing
the resource utilization of active network functions. Specifically,
we focus on the latency involved in gNB association and end-
user authentication through the access and mobility management
function (AMF) in the core network. ScaleLB considers two
approaches for auto-scaling and load balancing – proactive
and reactive – compared to the static approach. To minimize
control plane latency, the proactive approach scales the number
of AMFs based on a predefined threshold irrespective of future
service requests. In contrast, on receiving new requests, the
reactive approach scales the number of AMFs when the existing
AMFs are fully utilized. We develop a prototype of the system
using open-source software tools. Experiment results present
the trade-off between latency and the number of active AMFs
with proactive and reactive schemes while comparing them with
the static approach. Furthermore, the proactive approach yields
competitive performance with the static approach when the
threshold value for scaling up is carefully considered.

Index Terms—Load balancing, Auto-scaling, 5G core network,
Control plane

I. INTRODUCTION

The control plane overhead and signaling is one of the
biggest concerns over the years in mobile core networks [1],
[2]. Furthermore, with the introduction of emerging IoT ap-
plications and millions of devices to be supported by 5G (and
beyond) network, issues with control plane signaling become
more challenging to address with traditional hardware-based
networking. Thanks to the service-based architecture of 5G
network (5G-SA), which enables virtualized network function
placement, specifically, at the 5G core networks [3]. The 5G
core network is divided into control and user planes, where the
former handles the control plane signals and the latter takes
care of data forwarding. With 5G-SA, it is possible to place
multiple virtualized network functions at the core network in
the form of virtual machines or containers instead of hardware-
based functions.

In 5G-SA, the access and mobility management function
(AMF) handles the control signals for association of a base-
station (gNB) and end-user authentication to the core network.
Therefore, AMF is the crucial entity in the 5G core network.
Recent studies focused on control-plane load balancing by
placing multiple AMFs [2], [4]. These studies broadly focused
on different algorithms, such as round-robin and constant
hashing, for load balancing to the AMFs. However, they

assumed that all the AMFs are always available, which leads to
inefficient resource utilization and energy consumption in the
absence of large number of gNBs and end-users. Furthermore,
the core network should be abstracted from the radio access
network (RAN) comprising of gNBs and end-users to improve
the security.

In this paper, we propose a load balancing with auto-scaling
approach, called ScaleLB, to scale the number of active
AMFs while abstracting the 5G core network components
from the RAN. We consider two approaches for scaling up
the AMFs – proactive and reactive. In proactive approach,
ScaleLB scales up the number of AMFs based on a prede-
fined load threshold per AMF. In contrast, on receiving new
requests, the reactive approach scales up the number of AMFs
when the existing AMFs are fully utilized. We consider the
round-robin algorithm for load balancing among AMFs. We
implement ScaleLB inside Open5GS (https://open5gs.org/)
5G core network platform. Experiment results indicate that
ScaleLB outperforms static approach in terms of number of
active AMFs and achieves competitive performance in terms
of control plane latency. In brief, ScaleLB provides three fold
advantages: a) abstraction between the 5G core and RAN; b)
load balancing of control plane traffic among AMFs; and c)
auto-scaling of number of AMFs based on the network status.

The rest of the paper is organized as follows. Section II
presents an overview of the existing works. Section III presents
the proposed architecture with objectives. Section IV discusses
the network setup and implementation of ScaleLB. The exper-
iments results are presented in Section V. Finally, Section VI
concludes the paper with future research directions.

II. RELATED WORK

In this section, we review the existing works on load
balancing and auto-scaling [2], [4]–[13] of network functions
in mobile networks while identifying their limitations. Nguyen
et al. [2], [8] proposed dynamic control plane load balancing
approaches based on three parameters – load on the AMF,
service time, and pending number of requests at AMF. The
authors showed that the proposed dynamic load balancing
approaches yield improved performance than the static load
balancing algorithms, such as round-robin and consistent hash-
ing. Similarly, Buyakar et al. [4] developed a prototype for
load balancing of control plane traffic among multiple AMFs
with an aim to reduce the control plane latency.
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Harutyunyan et al. [11] studied a joint optimization problem
of user association, placement of service function chains
(SFCs), and VNF scaling with an aim to minimize the service
provisioning cost. Bello et al. [6] proposed a predictive auto-
scaling approach for the evolved packet core (EPC) in 4G net-
work based on the CPU utilization of the associated network
functions. The authors used container-based implementation
of EPC to ensure efficient scaling of the network functions
instead of using virtual machine (VM) based approaches.
Similarly, Nguyen et al. [7] proposed an auto-scaling and load
balancing of user plane gateways in 5G network. The authors
combined the auto-scaling and load balancing for efficient user
plane services based on the load in the network.

While there have been recent studies on the auto-scaling
and load balancing on network functions, latency involved in
control plane signaling is always a concern to meet stringent
latency requirements of emerging 5G applications. Conse-
quently, we revisit the load balancing and auto-scaling problem
at the 5G core control plane.

III. AUTO SCALING AND LOAD BALANCING

We consider the standalone architecture (SA) of 5G network
[3]. Figure 1 shows the schematic view of the network archi-
tecture with different network functions at the 5G RAN and
core networks. As depicted in Figure 1, the auto-scaling and
load balancing module is placed between the RAN and AMF.
The module abstracts the core network components from the
RAN. Therefore, the control messages between the RAN and
control planes are exchanged through the load balancing and
auto-scaling module, called ScaleLB module.
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Fig. 1: Schematic view of the control-plane architecture of the
5G network with auto-scaling and load balancing module

Objective: The objectives of the proposed approach, called
ScaleLB, are as follows:

• Automatically scale-up the number of AMFs based on
the number of active gNBs to maximize the resource
utilization.

• Balance the load from gNBs to AMFs to reduce the
control-plane latency.

To achieve the above mentioned objectives, we propose two
simple yet effective approaches, proactive and reactive
auto-scaling, as presented in Algorithm 1. In proactive
approach, ScaleLB continuously monitors the network states,

i.e., number of active gNBs and AMFs. Whenever the uti-
lization of AMFs reaches a (predefined) threshold value, γ,
ScaleLB triggers the network controller to scale up the num-
ber of AMFs. Whereas in reactive approach, on receiving
a new gNB association request, ScaleLB checks whether
the existing AMFs are fully utilized and acts accordingly.
Therefore, there exists a trade-off between the proactive
and reactive approaches. While the former helps in reducing
control-plane latency, it may lead to AMF under-utilization in
the absence of new requests. On the other hand, the latter
increases control-plane latency on receiving new requests, but
improves the AMF utilization.

Algorithm 1 Auto-Scaling Approach
Inputs: Number of gNBs: B, Threshold on the number of

gNBs per AMF: α; Predefined utilization threshold: γ
Number of active AMFs: A; Approach: Reactive or
Proactive;

Output: Auto-scale the number of AMFs and gNB-AMF
association

1: if Approach == Proactive then
2: while (1) do
3: Get the current network status (B, A);
4: if B

A×α ≥ γ then
5: ScaleUP(B, A) and Update A;
6: if Approach == Reactive then
7: Receives a new gNB association request;
8: Update: B ← B + 1;
9: if B

A×α > 1 then
10: ScaleUP(B, A) and Update A;

IV. NETWORK SETUP AND IMPLEMENTATION

A. Overview of the Network Setup and Implementation

The proposed approach is implemented in a Kubernetes
platform, where each network function (NF) runs in a con-
tainerized form. Figure 2 presents the connections between
NFs with their IP addresses and interfaces. The components
of the RAN, i.e., UEs and gNBs, exchange control messages
with the AMFs through the ScaleLB module. On receiv-
ing requests from RAN, the proposed approach, ScaleLB,
maps the messages with one of the appropriate AMFs based
on the underlying load-balancing technique. Therefore, UEs
and gNBs are always abstracted from the core network
and enjoy seamless connectivity with the AMF. We use
Open5GS (https://open5gs.org/) and my5G-RANTester (https:
//github.com/my5G/my5G-RANTester) to deploy the 5G core
and RAN, respectively. We develop ScaleLB based on Lox-
iLB (https://www.loxilb.io/) in which we add the functionali-
ties related to the auto-scaling.

B. Abstraction of AMFs in control messages between RAN and
AMF

Figure 3(a) presents the gNB association and UE authenti-
cation messages that are exchanged between RAN, ScaleLB
module, and AMF with time. The messages presented in
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Fig. 2: Network details with auto-scaler and load balancer

Figure 3(a) are further validated through the packet capture at
the ScaleLB module, as shown in Figure 3(b). This ensures
the abstraction between the RAN and control plane in the core
network which improves the core network security.

V. RESULTS AND DISCUSSION

We compare the performance of ScaleLB with Static
approach. As discussed in Section III, ScaleLB has two
variants, ScaleLB-Pro and ScaleLB-React, to repre-
sent the proactive and reactive scenarios, respectively.
ScaleLB-Pro continuously monitors the number of active
gNBs and AMFs, and proactively scales the number of AMFs.
Whereas in ScaleLB-React, AMFs are re-actively scaled
when there is no AMF to serve new requests. In contrast, in
Static approach, all the AMFs are always active irrespective
of the number of active gNBs in the network. We consider
a total of 90 UE-gNB pairs. Each pair of UE-gNB arrive
uniform randomly in the network and sends the association
request to AMF. Furthermore, we set the utilization threshold
γ to different values, such as 0.7, 0.8, 0.9, and 1. We note
that we consider a maximum of 30 UE-gNB pairs that can be
served by an AMF in this experiment. Consequently, the total
number of AMFs is set to three to serve all UE-gNB pairs in
the network.

A. Auto-Scaling of AMFs

Figure 4 presents the number of AMFs with different
threshold values for the ScaleLB-Pro approach with a com-
parison to ScaleLB-React and Static. The experiment
results show the effectiveness of ScaleLB-Pro compared to
ScaleLB-React and Static. In Static, all three AMFs
are always active irrespective of the number of gNBs in
the network. On the other hand, on receiving new requests,
ScaleLB-React scales up the number of AMFs when the
existing AMFs are fully utilized. In contrast, ScaleLB-Pro
automatically scales the AMFs considering the number of
gNBs in the network and the utilization threshold. The
four different instances reflect the dynamic behavior of
ScaleLB-Pro, as shown in Figures 4(a), 4(b), 4(c), and 4(d).
Intuitively, we say that the proposed approach ScaleLB-Pro
is energy-efficient compared to ScaleLB-React, which is

further energy-efficient compared to Static, due to the dy-
namic scaling of AMFs. We note that ScaleLB-Pro and
Scale-React yield similar performance in terms of num-
ber of AMFs when the threshold value γ is set to 1, as
presented in Figure 4(d). Furthermore, by intuition, we say
that ScaleLB-Pro and Scale-React achieve higher AMF
utilization compared to Static.

B. Latency in gNB Association
We measure the latency for the gNB association with AMF

for all approaches – ScaleLB-Pro with different thresholds,
ScaleLB-React, and Static, which is presented in Figure 5.
It is evident that ScaleLB-Pro yields competitive perfor-
mance with Static without requiring to switch on all AMFs
for all time when the threshold value is well-within the maxi-
mum capacity of the AMF. Furthermore, ScaleLB-Pro yields
similar latency performance with ScaleLB-React when the
threshold value is 1 similar to Figure 4(d). The spikes in
latency for both ScaleLB-Pro and ScaleLB-React are due to
the unavailability of resources of existing AMFs to serve new
requests and an AMF takes roughly 40 seconds to be fully
functional from its creation. Consequently, the association
process between gNB and AMF is queued until a new AMF
is available.

In summary, ScaleLB-Pro and ScaleLB-React dynami-
cally scales the AMF based on the number of UE-gNB pairs
in the network, while achieving competitive latency in gNB
association when compared to Static. Furthermore, there
exist a trade-off between the latency and number of active
AMFs. With a low threshold value, latency is minimized but
number of active AMFs is high, and vice-versa. Therefore, the
threshold value can be properly tuned considering the arrival
rate of UE-gNB pairs to minimize the control plane latency
and maximize the resource utilization of AMFs.

VI. CONCLUSION

In this paper, we studied the AMF auto-scaling and load
balancing in 5G core control plane. We propose simple
yet effective approaches – proactive and reactive – for the
auto-scaling and load balancing of AMFs. We developed a
prototype of the system using open-source software tools.
The experiment results showed that the proposed proactive
and reactive approaches are useful for providing improved
control plane latency and resource utilization of active AMFs,
respectively, compared to the static approaches.

The proactive approach scales the number of AMFs based
on a predefined threshold on the maximum capacity of AMF
without considering the future requirements. This may lead to
inefficient resource utilization in the network. Consequently, a
machine learning based prediction approach can be integrated
with the proposed proactive scenario to improve the resource
utilization. We consider this as a future research direction of
this work.
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